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Dataset distillation: .

HewlettPackard!

Enterprise !

1] e

A real dataset A synthetic dataset
large but redundant small but compact

50,000Images 500 Images
By doing so

100% Data Storage 1%
1X Training Speed »>10X
$100M Evaluation Cost & $1M

(Cost per year for HPE )
LLMs evaluation Federate Leaming Continual Learning
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Outline

Dataset Pruning

Select a subset images in a full dataset
without performance drop.

Dataset Distillation

Learn a few synthetic images (alter image
pixels) to replace full dataset.



Outline

Dataset Pruning

Select a subset images in a full dataset
without performance drop.
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Full dataset

Dataset Pruning
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Coreset

Also known as Subset Selection.

The Objective:

» Select a subset images in a full dataset witho
ut performance drop.

\

o lane ] car bird cat deer dog frog horse ship uck

o j = w - 1 11 -
£ ! 18 e -~ .
RS B
2 L = [~ 0, P —

% L’ a o, A |

RSN NS N




177 ]
1]
=
-
[C]
=
3]
z
<
I
z
L
<
'—
=
0
v
[G]
C]
z
l—
<
[19)
14
U

Dataset Pruning

A Milestone Paper: Forgetting (ICLR, 2019)

« Some samples are consistently forgotten

across subsequent training;
« Some examples are never forgotten.

Prune unforgettable

ones
Forgetting statistics:
Sample i undergoes a forgetting event
when it is correctly classified in the
current update, but misclassified in the
next update.

Algorithm 1 Computing forgetting statistics.

initialize prev_acc, = 0,2 € D
initialize forgetting 7T'[i] = 0,7 € D
while not training done do
B ~ D # sample a minibatch
for example : € B do
compute acc;
if prev_acc; > acc; then
T[] =Tk +1

préev_acc, = acg¢;

TIi]: the number of
forgetting events for sam
i.

gradient update classifier on B
return 7’




Dataset Pruning
A Milestone Paper: Forgetting (ICLR, 2019)
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Histograms of forgetting events on (from left to right) MNIST, permutedMNIST and CIFAR-

* Most samples are unforgettable.

 More complex datasets contain significantly fewer unforgettable samples.
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Dataset Pruning
A Milestone Paper: Forgetting (ICLR, 2019)

Performance on CIFAR-10 of ResNet18 The most unforgettable samples (CIFAR-10)

o il B S N
HelSER

The most forgettable samples (CIFAR-10)

HIIII%

Forgettable samples seem to exhibit peculiar or
uncommon features.

test accuracy
[le]
s
wn

—— none removed
93.0 4 —— selected removed
—— random removed

0 10 20 30 40 50 60
percentage of training set removed
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Dataset Pruning

Problem/Challenge of “Forgetting":

The collection of “Forgetting” statistics for large models is time-consuming.

A Solution: Selection via Proxy (ICLR, 2020)

Our Approach: Selection Via Proxy

* Use a smaller proxy network |
P . Train
Ap,y With fewer ep_ochs to ' pata [ Prow
speed up the training process. (@ )

Select
Subset

(s)

Train
Target
, (A7)
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Dataset Pruning

“Selection via Proxy” Performance

9\_‘0‘.10'0 ~—~ Full Dataset

"E' Random

0 —e— ResNet164 (Baseline)
— —&— ResNet56 (3.4x)

= ResNet20 (8x) I TOXY
|_

30 40 50 60 70
Subset of Data Used (%)

CIFARI10 forgetting events

Performance is on-par a large network.
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Dataset Pruning

Problem/Challenge of “Forgetting™:

Collecting “Forgetting” statistics necessitates a complete training.

A Solution: EL2N (NeurlPS, 2021)

EL2N (New Metric) : The early (less than 20 epochs) error vector

score, averaged over several weight initializations.

Ellp(we, ) — y|2.
/ N

logits vector one-hot

] label
Prune samples with smaller error vector

Scores.
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Dataset Pruning: performance

EL2N Performance

CIFAR10 + ResNet18

0.96

>

0 0.95

o

3

U 0.94 -

f Pruning Strategy

] == No Pruning

v 4

l: 0.93 —e= Prune Randomly ‘\\

g - Forget Score (Epoch 200) h

iC 0.92- —— EL2N Score (Epoch 20) A
0.91

01 02 03 04 05 06 0.7
Fraction of Dataset Pruned

Comparison of forgetting scores at the end of training and
EL2N scores early in training (at epoch 20).
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Dataset Pruning

Motivation: Snapshot-based dataset pruning

¢ Fluctuating Coreset Distributions.

Sample importance scores fluctuate with
epochs during training, leading to
significantly different coreset distributions
at various training snapshots.

Figure 1. Distributions of coresets selected from
Epoch 10 and 100.
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Dataset Pruning

A Solution: Temporal Dual-Depth Scoring (TDDS), CVPR 2024.

+  Problem Formulation

Y S|
S* = argmin|Gyuy — Gesll, where Giv= > gi(®,), Gis= > gi(@m),
SCU n=1, m=1,
x,cl T ES

@ +training
dynamics

T

* : 1 C

S :arSgCrEmT E ||gt,[U_gt,S||2; where gt,U = [Igt(wn)l]ff:l
=
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Dataset Pruning: performance

Spanning Training Progress: Temporal Dual-Depth Scoring (TDDS)

Experiments:

78.5

-5 78.0

>

O 77.5

<

4‘3 0 —e— TDDS:K=10

=77 —e— TDDS:K=20

--e-- Forgetting

76.5 (Best competitor)

70 80 90 100 110 120 130 140 150E
Figure 5. Parameter sensitivity study.



Dataset Pruning

Medical image datasets present fine-grained intra-class * The importance of samples in enhancing the model
variation and inter-class similarity. performance varies across different training epochs.

1.5 1 Y

20 40 60 80 100 120

Sample Importance

0 20 40 60 8 100 120
Training Epoch

Deep learning process exhibits evolutionary nature
from simple to more complex stages.

—>  Training Evolution Epoch-Level Fluctuation

Evolution-aware VAriance (EVA)

“EVA: Evolution-aware VAriance Coreset Selection for Medical Image Classification”, MM 2024
(Best Paper Nomination)
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Outline

Dataset Distillation

Learn a few synthetic images (alter image
pixels) to replace full dataset.
® Performance Matching
Gradient Matching
Distribution Matching
Trajectory Matching

Sequential Matching

20
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Dataset Distillation

Compared with Dataset Pruning:

Dataset Distillation Objective: Dataset Pruning Objective:
* Learn a few synthetic image « Select a subset images in a full dataset
s (alter image pixels) to repla without performance drop.

ce full dataset.

v v

do

Plane Car Bird Cat Deer Dog Frog Horse Ship Truck sl 1. | il ~heEl | AL e
75l W — : 5y - ‘ \ ‘t e L; ¥ ﬁ )r
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1 image per class (IPC)

Whether the image pixels are learnable

21



L
1]
=
-
G
=
o
z
<
I
z
L
-
'—
=
0
v
(G
C]
z
|_
<
[19)
14
U

~—
%}
w
]
~
Q<
=

Dataset Distillation

=
=
=
[}
]
=]
e
72
ot
(=

Also known as Dataset Condensation.

The Objective:

+ Learn afew synthetic images (alter i

Train

Test
mage pixels) to replace full dataset.

N>M

1 image
per class
(IPC)

| Test

Train

N images

22



177 ]
1]
=
-
[C]
=
3]
z
<
I
z
L
<
'—
=
0
v
[G]
O]
z
l—
<
[19)
v 4
U

However, a trajectory error exists

In training, two trajectories start at the same points.

32



However, a trajectory error exists

In testing, two trajectories start at the
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Trajectory error is accumulating

In testing, trajectories will not be vanishing, but accumulating.

Solution: Minimizing the Accumulated Trajectory
Error to Improve Dataset Distillation (CVPR 23)

L
L
Z
-
Q
=
o
=
"
L
s
L
<
'—
=
O
o
Q
2
z
'_
<
L
o
(8]



rajectory error is accumulating

In testing, trajectories will not be vanishing, but accumulating.

The gap between training and testing

results in the accumulated trajectory error

We formulate it as below,

(1) Initial error: matching errof= = === = ===

6 = A[VoLs(fo;_, , ).n] — A[VeL7(fo;_

(2) Match error makes trajectory errot”

2 * N *
€t — 9t+1,0 — Y10~ 9t,n — Y%m

3) trajectory error will be accumulated====="

€t+1 — €t + 5t+1 + I(sz, Gt)
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CREATING GROWTH,

NeurIPS 2023: Sequential Subset Matching for Dataset Distillation
All the distillation methods follow:

3 © ©

5
95

Matching
Matching
Matching

o o
= £
= =
3] 3]
= =2
© ©
= =

However, data is learned in sequence in original dataset.

Training

37
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Data can be grouped as “Easy”, "Medium”, and “"Hard"” subsets.

- Lo Training Accuracy for CIFAR10 over 120 Epochs
| —— Training Accuracy

0 0.8
5 Easy~._ 08 3
= ~- "
+ ~~.. i
Y 0.6 ..""--._.... |
T M= ~ I
) , 06 Sa I
[ S |
& ----- -—:k- - - I
00.4- < ,/
c _-”
© -
) e
z 0,2' 0.2t —____—————

0.0+ — ' . ] 00— ‘ - . - . |

0.0 0.1 0.2 0.3 0.4 0.5 0 20 40 60 80 100 120

Standard Deviation of Predictions

Simply group data by mean and
derivation of predictions

Epochs

Data is learned in sequence

38
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CREATING GROWTH,

Thus, we propose Sequential Matching Method

0:0:0:0:0.0)
N i N

* *
6;;_ J 6,1_ ) gn_ )
Matching Matching Matching

Original
Dataset T

stillation

N

Distilled
Dataset S

39
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Diversity-Driven Synthesis (NeurlPS 24)

Distillation progress is to solve
arg min [E (f97'7 Si) + AL"BN (f97'7 Sz)] ‘
S; cRd

However, distilled data is clustered at the central

. ".‘ 'A.

Sre2L distilled data |deal distilled data

Diversity limitations

42



Our feasibility experiments

We decouple the BN loss and emphasize the variation loss only

ﬁmean (f@q-a Si) _l_{%.\i;:i‘cvar (f@q-a Sz’)

(a) Backbone: SRe2L

Affect Mean loss

—— decoupled var
56.0- —— coupled var

Test Acc. (%)
(O]
B
o

52.0 Default Sre2L
1 3 5 7 9 11 13 15 17 19 21 23

)\var (x0.01)
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How do existing methods achieve DD?

% “One instance for one class” paradigm

I SR I . D . .
I I B S . .
e T T i S

Class Barriers

44



How do existing methods achieve DD?

% “One instance for one class” paradigm

¢ Duplicated intra-class features
¢ Oversight of inter-class features

¢ Inefficient utilization of the distillation budget

¢ Poor generalization in complex or
ambiguous scenarios

.\' v
Poor performance ‘ ‘
-

Breaking Class Barriers: Efficient Dataset Distillation via evalusted on vaidation sef
Inter-class Feature Compensator

<
h
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Breaking Class Barriers:

Efficient DD via Inter-class Feature Compensator

(’P'IC uk) To be stored

AN
s || sl

{51 Sc} !

I {(Sz:'yz)|3%—m%+“3} :

Integrated while tralnlng

% “One instance for all classes” paradigm

o Design :

S ={(8,8:) | 8 = @i+,
for each x; € P* and each u; € U*}

o Optimization :

arg min
U, G]Rd

Z [f(feT,ZBz'-i-Uj,yi)'i‘aﬁBN (f0r7$i+’“j)}v

(x:,y:)EP*

where ‘CBN (ng, x; + ’U.j)

=3 (85 — m (Tl
+ 3 073 — oF (T2

46
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Breaking Class Barriers:

Efficient DD via Inter-class Feature Compensator

< Experiment Results

*
1 INFER (ours)

S —é
¢ MTT*
O
<
g 30 CIFAR-100
— .

20 Tiny-ImageNet Random

ImageNet-1K
10
220 600 20 10 5

Compression Ratio (%)

Better performance & higher compression ratio!!!
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CREATING GROWTH,

Recently Published Papers on this domain

Sequential Subset Matching for Dataset Distillation
Jiawei Du, Qin Shi, Joey Tianyi Zhou*
In NeurlPS 2023

Minimizing the accumulated trajectory error to improve
dataset distillation

Jiawei Du, Yidi Jiang, Vincent TF Tan, Joey Tianyi Zhou*,
Haizhou Li

In CVPR 2023

You Only Condense Once: Two Rules for Pruning
Condensed Datasets

Yang He, Lingao Xiao, Joey Tianyi Zhou*
In NeurlPS 2023

Meta Knowledge Condensation for Federated Learning
Ping Liu, Xin Yu, and Joey Tianyi Zhou*
In ICLR 2023

Multisize Dataset Condensation
Yang He, Lingao Xiao, Joey Tianyi Zhou*, Ivor Tsang
In ICLR 2024 (Oral, 1.2%)

Spanning Training Progress: Temporal Dual-Depth
Scoring (TDDS) for Enhanced Dataset Pruning

Xin Zhang, Jiawei Du, Weiying Xie, Yunsong

Li, Joey Tianyi Zhou*

In CVPR 2024

Evolution-aware VAriance (EVA) Coreset Selection

for Medical Image Classification

Yuxin Hong, Xiao Zhang, Xin Zhang, Joey Tianyi Zhou
In ACM MM 2024 (Best Paper Nomination)

Diversity-Driven Synthesis: Enhancing Dataset
Distillation through Directed Weight Adjustment
Jiawei Du, Xin Zhang, Juncheng Hu, Wenxin
Huang, Joey Tianyi Zhou*

In NeurIPS 2024 (Spotlight Paper)

Breaking Class Barriers: Efficient Dataset
Distillation via Inter-Class Feature Compensator
Xin Zhang, Jiawei Du, Ping Liu, Joey Tianyi Zhou*
In ICLR 2025
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